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BT Group Archives
BT Group is the world's oldest 
communications company.

We can trace our roots all the way back to The 
Electric Telegraph Company.

Our collections are acknowledged by UNESCO 
and Arts Council England as being 
internationally significant and an important 
part of the UK’s cultural and scientific 
heritage. 
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Our film and 
video collection

• 90 years

• Over 3000 items

• At least 15 physical formats

From the GPO Film Unit to Kevin Bacon’s EE adverts
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The need
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Assisted subtitling
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2015 MacBook Pro Lenovo P620 Workstation

• Windows 10

• 3.1GHz dual-core Intel Core i7 processor

• 16GB 1866MHz memory

• Intel Iris Graphics 6100

• Windows 11

• AMD Ryzen Threadripper PRO 5955WX processor

• 64 GB DDR4-3200MHz

• NVIDIA RTX A2000 12GB GDDR6
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Assisted description
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How to go about it…?

Machine-readable 
input

Already nearly ready, but 
some tidying needed.
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Choose a model

Requirements:

 Open source

 Able to run locally

 Suitable for our resources

Write a prompt

Aims:

 Explain the task

 Include all the information 
we already have

 Pull together the 4000 
character sections

 Get a suitable tone in the 
output

Choose settings

 Get the use of resources 
right

Four tasks



Machine readable input
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Choosing a model
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Writing a prompt

BT Group PowerPoint    |     Public     |     30



BT Group PowerPoint    |     Public     |     31



BT Group PowerPoint    |     Public     |     32



Choosing settings
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The results and the future
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Learning points

38

• The right hardware makes a huge 
difference

• There must be a human in the loop

• Not suitable for all types of content

• LLMs are inconsistent

• The potential is huge
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Future projects
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https://www.sciencemuseumgroup.org.uk/projects/the-congruence-engine
https://ceblog.sciencemuseumgroup.org.uk/

https://www.sciencemuseumgroup.org.uk/projects/the-congruence-engine
https://ceblog.sciencemuseumgroup.org.uk/


Thankyou


